
 

Tuning Hyperparameters

inorder of tuning importance
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of layers
learningratedecay

B B E

use randomvalues not a grid to tryout new hyperpanometer values

coarse to five

O
O O sample more densely

addingmore sample points

Appropriate scale for hyperparameters

a 00001 I

samplepoints on thelogscale

i
Ooo ooo o o I



r 4 riprandomrand r E f4,0a Ior
10 100

yperparameters forexponentiallyweighted averages

Be0.9 0.999
0.9 o.la 0.999

more

1p 0.1 0.001
0.1 o.o 0.001

to lo

r f C3 I
l B Ior
B I 10

B 0.9 0.9005 no change
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more sensitive tosmallchangeswhenB isclose to 1
this makes us sampleAmore densely as itgets close to 1 Ip
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Batch Normalization

Normalizing inputs tospeeduplearning
linear Regression
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makes itfaster toconvergeX X42 trains wandbmoreefficiently

eepNeuralNetworks batch normalization applies normalization toinput units in thedeepNNS
runs the model muchfaster

Implementation
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q we don't want hidden units toalwayshavemean0 andvariance 1
we want a different distribution sowedo

weupdatethem
learnasuparametersofthemodel ithelpstosetthemeanofE e f z m p z to whatwewant
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FittingBatchNorm to a Network
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Workingwithminibatches
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X Z sE one stepofgradientdescentBN

mindependentoftheBandr valuesofotherminibatches
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becauseit isjusta constant
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Implementing GradientDescent

for EI of minibatches
compute forward prop

H nin each hiddenlayeruseBN_toreplace Z with Z

Use backprop to compute tw db JB j p
update parameters W W a fw
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works with momentum RMSprop Adam

Working of BatchNorm
can'texpectto
beAnsame

covariate shift
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if distribution of changes retrainingofthemodel is needed



talking about hidden units the valuesof the hidden units problem of
shifts around with each iteration of thegradient descent covariateshift

baton worm reduces the amount of distribution ofHusehidden units
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change asthyupdate

stays inthe same area

reduces theproblemofinputvalueschanging drastically
causesstability in thechange of thesevalues the change isbus
laterlayers have a morefirm ground standon i.emore stableactivationvalues
each minibatch has its ownB and Y

BatchNorm at testtime
There are no minibatches inthetestset So we have a separate estimate ofµ r

fl T estimate using exponentially weightedaverage
areasminibatches
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We keep a running average of µ and r across mini batches

Softmax Regression it is a typeof an activation function that helpstransform 2

Classes
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Activation function

zf e 41

a
i
EI dD i element ai

ample
E3

e

ft ti 176.3

a I
176.3

a O842 hand max
fogy

biggestelementgets e resgeto

Graphexamples linearfunctions are separating



Training Softmax Classifier

Softmax regression generalizes logistic regression to Cclasses

if c 2 essentiallyreduces to logisticregression

Loss lostFunction
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Gradient Descent

Backprop
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same dimensions for restofthederivatives




