











































































































Batch vs MiniBatch gradientdescent

vectorization allows us to compute on mexempts effectively

If wehave a reallylargenumberof hairy examples we split
threw into small pants mini batches

x I x x I x

xD sooo

inwoo same foryminibaran

Minibatchgradientdescent

peat

for t I 5000 1stepofgradientdescentfor xHya
forwardpropon it
z w Xt b
A g Iz

A g za
computecost 7 LI j y regularization

backprop tocompute gradients

g
w w a jw b b a tbl 1 epoch

singerparsthroughtrainingset






































Minibatch where every training example is its own minibatch is called StochasticGradient Descent
it never hits minimum

Stochastic In between Batch
Losespeedfrom Fastestlearning Toolongperiteration
losingvectorization Vectorization vectorized

Makeprogress without all atonce
processing entiretraining
set

choosing Minibatchsize

If small training set Use batch gradientdescent in mezooo

Typical minibatchsizes 64,128,256,512 powerof2
make suremini batch fitsin cpulgpu memory minibatch size is a hypenpanameter

Exponentially Weighted Averages

Ve pVe t I B Q

Implementing

Vo 0
repeat

getnextO
Vo c BVo l BQ

Bias Correction

The curve starts of reallylow and thatis a problemWe use D Ve because it helps getrid

ofthe bias as over examples Bapproaches zeroand
the purple line becomesthesameasgreenline

beforefixingbias afterfixingbias



Gradient Descent With Momentum

Momentum leads to unionswarmstepsandgradientdescentisfaster

On iteration t
Vow Y 0
ComputeJwJb on currentminibatch batch
Yw pVw t l f Yw to ptothpig
Vtb BVb t l l pVg unphelps thegradientdescentmoveroughlyintheriction acceleration

speeditwas movingin already
velocityW W XVyw Oais themost cannonvalueforBb b aVtb Biascorrection the

1Be

RMSprop

On iteration t
compute JWJb on current minibatch
Stw BSjw t l p fw

elementwise

Sob BSb t l p Jb
W W a tuJSwiE
b b Atb to for numericalstabilityIs a

Adam Optimization Algorithm

Yw O Sw O Va O Sa 0

On iteration t
compute dwdb using current minibatch

Vw pUjw t l BdW momentum BVtb B Vgb tC Jb
Sjw B Sjw fl B JW J RMSprop PzSgb BaSptdBaJb



corrected

Wjw
Jw dBit
corrected

Jb dis
4 pit

so

bias wrreaion

Sgb See
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corrected

JW
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update
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Hyperparameter Choice

X needs to be tuned

B 0.9 momentum

P 0.999 RMSprop

6 108 recommended

ADAM Adaptive Moment Estimation



Learning Rate Decay

1epoch I pass through data

D I do
It decayrate epochnvm

hyperparameter

Learning rate gradually decreases which helps us take
smaller and smaller steps to converge to theminima

Otherways
epochnvm

A 0.95 No Exponential Decay
is
somenumberlessthan I

constant
y K KNo 04 No

epochnvm J t

decrasing learning rateby a factor discrete staircase

Manual decay

Local Optima Problem

Most localOptima au Saddle points
The chances of all n parameters tobe 0 isreallysmall
and there is often a curve

ProblemofPlateau

unlikely togetstuckin a badlocalOptima
plateaus make Manningslow methods likeADAMhelp


