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Vectorized implementation across multiple examples
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Activation Functions
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Gradient Descent for Neural Networks
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Summary of GradientDescent
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RandomInitialization

Setting w to a zeromatrix will lead to the
same activation function in An givenhiddenlayer
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During backpropagation
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This leads to two or more units in the hiddenlayers
to be the same

If all of the units are same it will lead to the

same activationfunction arm all hidden layers
This means that there won't be any point
of using hidden layers and is just simple
linear regression

Solution to thisproblem is randominkalization
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