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Reto Rectified linearUnit

type of function

Neural Networks

op

input hidden layer output

layer layer

Types of NN

StandardNN
convolutional NW used for imageapplications

Recurrent NN sequence data played out overture ID time
four

audio and language
ComplexHybridNN Autonomous driving



Supervised Learning

Structured data Unstructured data
each ofthe features has images audio text
a defined meaning

Note m of trainingexamples

sigmoid Rew



Week 2

Binary Classification

Yes No classification

Image Red
pi.gl

Values ha n 64643 12288

Blue pixel values n lengthof feature vector
Greenpixel values

image Yestwo x y
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MatrixY

Y ly y y'm YER
m

Logistic Regression

Given x want ya P y 11 x goal yn y
T

prediction

estimateof y sigmoid r
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Loss error Function want as small as possible on one singletrainingsample

hlya.gl Ig ly tog g t d g log Ci ji
Y4 Llyng logy want togj large want j large
Y 0 Llyng boy4gal want log large want ynsmall



Cost Function applied to The whole rainy set

TCw.bi m.FI h y y t

1M ly tog j t t y tog i y
Loss function

Gradient Descent

Want to find w b to minimize J w b

repeats learning rate

w w x JJ w change in value

Jut dw
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cost functionW w a Ltd
JWW lost function

fffw Im I hla y

Logistic Regression on m examples

getting rid of for loop in vectorization

or E1 to m Aw I
2 WTx t b tw
a r za

wi w a fw
J y log a t t f tog t aIf we Wz a dwz
d a g

b b a 2b
dw x dz
duh day

n2

db t dz

J k M
du k mi duh k m db fm

Vectorization

2 WTx t b

Non vectorized vectorized
2 O

2 ripdot w x b
for i in range n x w x

2 1 w D xD
2 t b



UsingNumpy to avoid for loops
dw npzeros n D

For E1 to M dw I
2 WTd t b tw
a r za

wi w a fw
J fy log a t t f tog t aM wz Wz a two

a in dz a g
b b a 2b

dajµ n 2 reM dw
due x did

usingdb dz

T idwmidbtm_ due m

frumpy

Vectoriging Logistic Regression
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a r z
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X µ din I fn
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Z np dat w T x HE adjusts automatically



A ta d a r z Y y y yn

µz him a g a y A Y

Jb Im 7 fz Im np sum tz

tw Im X di MI Ig f fdj.fm tmqHzi't tii'de

Nxt

For E I to m loop this for multiple gradient descend

Z WTil t b z WTX b updot WT x tb
a r za A r Z
T fy log a t l y tog l aM dz AY

dzH a g
dw MIX dzT

dw x dz
dw d

n2
db Im7 dz hpsum dz

db dz
vectorized withoutforloops

J k M
du k mi dw k m db fm Singh iterationof gradientdescent



Explanation of Logistic Regression Cost Function

y r w x b r z I
Ite t
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ftp.tmigej JCw.bl mt.EILCy y

Numpy notes

ripexp x e

x shape get the dimension of
the matrix

x reshape shape x to the given dimension

X shapeCo a Nbn
x ShapeCB b

yx shape C
a µ ti

PA

training set m train images labeled
test set to be labeled

image shape num pi num px 3

Shapes of matrices

initial
trainingset 209 64,64 3 training set y 1 209

test set x 50 64 64 3 test set y 1,50
battened



trainingset 64 64 3 209 training set y 1 209

test set x 64 64 3 50 test set y 1150

trainx
traing

6463 Ig Iq I y y y

testx
testy

axioms fly ly x y y y

Visualizing thePA

sigmoid z 2 W'Xtb

Propagate

A z E 22 Z

J cost MLEI y log a Li gil togG di



dw DJ
DJ

db de
db

optimize

for
propagate

W W x dw
b b L db


